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We have suggestions how AI methods can be used and would like to collaborate with USZ experts. Our 
approaches could be used in the following areas:

• Shared decision making (SDM): Independent, largely unbiased advice including aspects beyond pre-
conceived schemes are vital for supporting patients in SDM. We would like to offer a chatbot-based 
application to help patients. While there is a danger that tools developed by industry may contain 
stakeholder biases, we can offer to program a University-based solution, in which research data, patient 
perspective and hospital requirements are key. Transformers now reach human levels of semantic depth, 
their ethical values are constantly monitored, and they have unlimited patience for each aspect in the 
decision process and furnish facts from all areas of expertise, also beyond medical.

• Quality assurance and patient well-being: Patient well-being is more than a binary diagnosis – decisions, 
coping strategies, transparency and hospital service are further important aspects. Content analysis of 
unstructured data can detect more patterns than fixed survey questions, find new shades, nuances or 
forgotten questions, and also bring up individual journeys. Our approaches can extend surveys and bridge 
the gap from purely statistical approaches to manual reading, from distant to close reading.
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1. Introduction: 
From Unstructured Data to Quality Control

IR view: Textual data = unstructured data. Abundant, and have the potential to contain 
more information than e.g. surveys.

Today we have much more data about people’s opinions than any single poll could collect, 
… Such data typically does not constitute an unbiased sample, is noisy, …
A more important problem, if less often mentioned, is that we do not know what questions to 
ask. (Galbrun & Miettinen 2016)

Linguistic viewpoint: language is highly structured, allowing us to express all nuances. 
Structurally highly ambiguous <=> semantically highly redundant. 
With enough context, it is easy to predict a missing word in a cloze test ! BERT/GPT

Clinical Medicine View: Unsupervised, data-driven methods are particularly suitable:
• No clear “gold standard” category to predict. Diagnosis?

• Befund vs. Befinden: patients’ experiences are more than binary sentiment or diagnose
• Help the patient: coping strategies, find people with similar concerns

• Ample amounts of rich texts have not been exploited much yet

Gerold Schneider: NLP for Health and Humanities 401.11.2023
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1. Introduction: Research Questions

RQ: How does Natural Language Processing (NLP) help for applications in 
Health & Humanities related to Patient Care, where deep semantics & 
understanding is needed, like in Shared decision making (SDM)?

1. How does Machine Learning (ML) compare to human annotation?
! Document classification, BERT zero-shot, GPT-4

2. What level of semantic detail can we reach?
! BERT zero-shot, GPT-4

Gerold Schneider: NLP for Health and Humanities

501.11.2023
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1. Introduction: Datasets

• Assessment of Doctors by Patients: 
Automatically predict if satisfied

• Dutch Euthanasia Reports:
Automatically predict if justified

• DIPEX CMI (Intensive Care):
Query specific information 

Gerold Schneider: NLP for Health and Humanities

601.11.2023

The patient, a man in his eighties, had suffered for 10 years from 
macular degeneration (which causes cells in the centre of the 
retina to die) in both eyes, which caused his eyesight to 
deteriorate. Around the same time, an obstructed blood vessel in 
the retina caused blindness in his right eye. Six months before his 
death, his left eye deteriorated so much, despite the start of 
treatment, that he was no longer able to read …

Ms Anna A. “So I remember the time that passed at first very 
slowly, an immense tiredness, the impression of not 
understanding what was happening to me. And then the noise, 
the light that was very strong. And at the beginning, too, when I 
was under morphine, well, that was unpleasant for me because I 
started having hallucinations and I couldn't stand that. …”
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2.1 Document Classification: Doctor Evaluation

Dataset from data.world: German patients’ verdicts on their doctors.
They give rating (1-6) and free comment. 
1-2: content (yes) 4-6: not content (no).

Q: Can we predict
patient satisfaction
based on their
comments?

With logistic
regression, we get about 92% accuracy.

Here: 1-grams, 10-fold cross-validation, 10000 training samples, L2 regularisation

701.11.2023
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2.2 Document Classification: Euthanasia

Dutch Euthanasia Reviews, scraped from https://english.euthanasiecommissie.nl

Publicly available reports assessing if a physician complied with the strict rules 
that are laid down by law: the due care criteria. Physicians who fail to observe 
these statutory requirements could be criminally liable.

Example:
The patient, a man in his eighties, had suffered for 10 years from macular degeneration (which causes 
cells in the centre of the retina to die) in both eyes, which caused his eyesight to deteriorate. Around the 
same time, an obstructed blood vessel in the retina caused blindness in his right eye. Six months before 
his death, his left eye deteriorated so much, despite the start of treatment, that he was no longer able to 
read, even using aids. In addition to these eyesight problems, he was uncertain when walking, which was 
aggravated by his near-blindness. In recent years he had become unwell and fallen several times. 
Because he had become almost totally blind, the patient could no longer read (which was extremely 
important to him) or pursue his other hobbies. He was suffering from the loss of these activities, which 
were essential to him. He also suffered from the loss of self-reliance caused by his impaired vision, and 
the fact that he knew that there was no prospect of improvement whatsoever. The patient, who had 
always had a wide range of interests and a great intellectual appetite, experienced his suffering as 
unbearable. The committee found that the physician had plausibly argued that he was reasonably able to 
conclude that the patient’s suffering was unbearable to him and without prospect of improvement, and 
that it was unlikely that optical aids and possibly surgery would enable him to read again. The other due 
care criteria were also fulfilled.

801.11.2023

https://english.euthanasiecommissie.nl/
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2.2 Document Classification: Euthanasia

Q: Can we predict the commissions’ assessment based on the report?

With logistic regression, we reach 93% accuracy (77% Kappa).
All predicted n are correct ! Precison = 1
Some n are predicted as y! Recall = 11/16

Here: 1-grams, 10-fold cross-validation, 70 training samples, L2 regularisation

9

Verdict of the committee Binary assessment
due care criteria complied with y
due care criteria not complied with n
not acted in accordance with the due care criteria n
voluntary and well-considered request y
independent assessment y
unbearable suffering without prospect of improvement y
no reasonable alternative y
straightforward case y
exercising due medical care y

01.11.2023
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2.2 Document Classification: Euthanasia

Q: Can we predict the commissions’ assessment based on the report?

Lexical Key Features  !

Further Trends:

Adding age: 
same classification. 
Low age tends for 'n’ 
(50-60 particularly), high for 'y'

Adding disorders: 
same classification. 
Cancer, neurological disorders
tend towards 'n’, 
psychiatric, geriatric, 
dementia & combination for 'y'

1001.11.2023
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3. Transformers
3.1 Methods: BERT models

BERT = Bidirectional Encoder Representations from Transformers
predict forward and backward (Bidirectional) simultaneously 
and use complex neural networks, so-called transformers. 
Good at observing long distances between important events (words)

11

In BERT masked LM, about 15% 
of the words are masked (like in 
a cloze test), a large neural 
network then tries to best guess 
them, from both sides.

A self-supervised approach, in 
which a seemingly very remote 
task is learnt, but with billions of 
training instances.

Source:
https://qphs.fs.quoracdn.net/main-qimg-7009ad77a7fc4dae106dbd4b0d5f8286
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3.1 DIPEx CMI: deep semantics 

Predicting the 6 basic mental states (fine-grained sentiment detection)

• Sad
• Happy
• Afraid
• Angry
• Surprised
• Disgusted

Plus, domain-specific:
• Confused
• Ill

Detect mental states to offer
personal help to the patient

12
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Example with DIPEx CMI 
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Extracting specific info from texts:
• Find out if patients have specific complaints

Text used here:

Ms Anna A. was very tired during her stay in the intensive care unit. She was particularly 
disturbed by the noise and the light, but she also received a lot of care from the nursing staff. 
“So I remember the time that passed at first very slowly, an immense tiredness, the impression of 
not understanding what was happening to me. And then the noise, the light that was very strong. 
And at the beginning, too, when I was under morphine, well, that was unpleasant for me 
because I started having hallucinations and I couldn't stand that. And then the fact of lying in bed 
all the time and then (almost) not being able to move, that was difficult.    I: Do you have a more 
specific, practical example where you felt that way?   E:Yes, already the fact that I had to be 
washed, for example, completely, or, that's it, I couldn't get up. So I was in bed and the nurses 
had to wash me. That was a bit difficult; well, they did it very well, it was admirable and they 
really did everything to not make me feel indebted or whatever; well, very well, but for me it was 
difficult. And the other thing that was also difficult was the heat and the thirst. So I couldn't drink, 
I was thirsty, that was difficult. And the heat, I was always hot.”
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3.2 BERT NLI with DIPEx CMI: deep semantics 
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You felt that you were in very good and safe hands
Score for Sad Class :  0.009092215448617935
Score for Happy Class :  0.5244683027267456
Score for Afraid Class :  0.002724242163822055
Score for Angry Class :  0.014303469099104404
Score for Surprised Class :  0.09013856947422028
Score for Disgusted Class :  0.0018479727441444993
Score for Ill Class :  0.003864304395392537
Score for Confused Class :  0.06891942769289017

I had a tonsil operation in the hospital, it was the last time I was in 
the hospital and it went really, really badly
Score for Sad Class :  0.9595155119895935
Score for Happy Class :  0.00019919435726478696
Score for Afraid Class :  0.25847625732421875
Score for Angry Class :  0.15531715750694275
Score for Surprised Class :  0.5397513508796692
Score for Disgusted Class :  0.7282556295394897
Score for Ill Class :  0.8842177391052246
Score for Confused Class :  0.5764621496200562
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Especially the high-pitched sounds
Score for Sad Class :  0.043813709169626236
Score for Happy Class :  0.08523856848478317
Score for Afraid Class :  0.1930558979511261
Score for Angry Class :  0.20833750069141388
Score for Surprised Class :  0.7467048168182373
Score for Disgusted Class :  0.33189794421195984
Score for Ill Class :  0.03922383114695549
Score for Confused Class :  0.3544618487358093

So for 72 hours I was intubated
Score for Sad Class : 0.2933671772480011 
Score for Happy Class : 0.009790988638997078 
Score for Afraid Class : 0.1792670339345932 
Score for Angry Class : 0.054960042238235474 
Score for Surprised Class : 0.6244845390319824 
Score for Disgusted Class : 0.09834091365337372 
Score for Ill Class : 0.8878562450408936
Score for Confused Class : 0.6522014737129211

3.2 BERT NLI with DIPEx CMI: deep semantics 
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BERT model:

QAsper

16
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Example with DIPEx CMI 
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Extracting specific info from texts:
• Find out if patients have specific complaints

Did the patient feel thirsty? {'score': 0.08876413106918335, 'start': 1146, 
'end': 1177, 'answer': "I couldn't drink, I was thirsty"}

What disturbed the patient? {'score': 0.6534686088562012, 'start': 108, 
'end': 127, 'answer': 'noise and the light’}

Did the patient sleep well? {'score': 0.02232751064002514, 'start': 0, 'end': 
25, 'answer': 'Ms Anna A. was very tired’}

Extracting specific info from texts:
• Mine the scientific literature for medical info

What are the dangers of XXX operation?
When is XXX recommended?
What are frequent side effects of XXX?
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3.1 BERT NL Inference

How deep is their semantic general knowledge? Let’s test.
https://huggingface.co/svalabs/gbert-large-zeroshot-nli

Trained on Wikipedia, comprehensive web dumps (OSCAR, machine-translated).
Can it predict patient satisfaction?

From comment (free text), predict the probability of four derivable labels:

zufrieden, unzufrieden, glücklich, enttäuscht

https://huggingface.co/svalabs/gbert-large-zeroshot-nli
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3.1 BERT NL Inference

zufrieden, unzufrieden, 
glücklich (! zufrieden), 
enttäuscht (! unzufrieden)

Evaluation: Accuracy = 93.7%

Better than our (simple)
Document classification method,
where we had 92%

The generic knowledge of the
model is surprisingly
domain-independent

BERT Models, without any 
specific training, reach similar 
performance to trained document
Classification.

01.11.2023
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3.1 BERT NL Inference

Doc 20 from Euthanasia, misclassified by bag-of-words document classification:
The patient, a man in his fifties, was diagnosed with Parkinson’s disease four years before his death. He was treated with medication and because he was 
having difficulty coping with the disease, he received psychotherapy and other treatments at various stages of his illness. He twice underwent deep brain 
stimulation (electrodes implanted in the brain send electrical impulses to suppress specific symptoms); the second procedure took place around five 
months before his death. None of this achieved the desired result. After the last treatment, the patient’s symptoms worsened. This caused tension and 
feelings of anxiety and helplessness. The patient experienced his suffering as without prospect of improvement and asked his physician for euthanasia. At 
the physician’s request, the patient was seen by a psychiatrist who found him to be decisionally competent. In the psychiatrist’s opinion, there was a 
psychological aspect, in addition to the Parkinson’s disease, that had not yet been treated sufficiently. The psychiatrist recommended a trial course of 
medication for depression. The patient stopped taking the medication after a few days, as he felt it aggravated his symptoms. He did not want any more 
psychotherapy to alleviate the symptoms of Parkinson’s disease, which could no longer be treated and were increasing. The attending neurologist found 
that the patient had a mild form of Parkinson’s disease, in which the tremor (shaking movements in the limbs) was largely determined by emotional 
factors. He was also of the opinion that the man’s fear of the future was the dominant factor. The neurologist thought that adequate treatment of this fear 
and the underlying mood disorder was the appropriate course of action. The neurologist was unable to support the patient’s request for euthanasia on the 
grounds of the severity of his Parkinson’s disease. He also considered that, as he was unable to support the request from a neurological point of view and 
the patient wished no further psychiatric treatment, it was impossible to properly assess whether the man’s suffering was without prospect of 
improvement. The notifying physician was satisfied that this suffering was unbearable to the patient and with no prospect of improvement according to 
prevailing medical opinion; he performed euthanasia. The committee had questions about the absence of a reasonable alternative. The physician was 
therefore first asked to give a written explanation, later followed by an oral one. The physician was of the opinion that, given the patient’s medical 
history, personality and life history, they had nothing more to offer him. When asked by the committee whether he was satisfied that if it had been 
possible to treat the stress suffered by the patient, the symptoms of Parkinson’s disease would have become milder and therefore the tremors would also 
lessen, the physician replied that he was not satisfied that that was the case. The committee referred to the psychiatrist’s assessment (that the 
psychological component had been treated insufficiently) and the neurologist’s assessment (that it was a mild form of Parkinson’s disease in which 
treatable psychological factors played a role) and pointed out that the process had taken very little time (the physician had talked with the man twice in 
eight days). The committee noted that if the process is short it attaches great importance to intensive communication, not just between the physician and 
the patient, but also between the physician and other persons involved. In such a case the physician must do everything that is reasonably possible to 
obtain all the information that may be relevant. The committee was of the opinion that the physician should not have disregarded the neurologist’s advice 
and the psychiatrist’s opinion without further enquiry. He should have consulted with them or with another specialist who was an expert in the field. 
Particularly in view of the speed at which the process was conducted and the fact that the physician had only spoken twice with the patient, the physician 
should have used such consultation to assess his own views against those of the specialists.  The committee therefore found that the physician had not 
plausibly argued that he was reasonably able to conclude that the patient was suffering unbearably without prospect of improvement or that there were no 
reasonable alternatives that could alleviate his suffering.
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3.1 BERT NL Inference

Experiments with BERT NL Inference as Q&A

Relatively good understanding.
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3.1 BERT NL Inference

What does BERT know about Euthanasia? (BART large MLNI model)

Relatively good understanding. Classification?
We used the prompt: ‘The background text X from a discussion on Euthanasia is "…". 
Given X, does the committee agree that euthanasia was justified? Please answer just 
with yes or no.’ Its accuracy is 63/72 = 88%. Kappa = 45%
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3.2 ChatGPT (with GPT-4)

Experiments with ChatGPT:
Q: The background text X from a discussion on Euthanasia is "…". Given X, does 
everyone agree that euthanasia was justified?
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3.2 ChatGPT (with GPT-4)

What is the performance of ChatGPT on the binary decision task?
E.g. Doc 6
Careful formulation of prompts is essential

Q: The background text X6 from a discussion on Euthanasia is "…". Given X6, does 
the committee agree that euthanasia was justified? Please answer just with yes or no.



Department of Computational Linguistics

3.2 ChatGPT (with GPT-4)

What is the performance of ChatGPT on the binary decision task?

Q: The background text X from a discussion on Euthanasia is "…". Given X, does the 
committee agree that euthanasia was justified? Please answer just with yes or no.

With this prompt, ALL classifications 
(72 cases) are correct (P=R=1). 
Also detailed justifications 
can be requested.

E.g. Doc ID 10
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Comparison of Methods

Gerold Schneider: NLP for Health and Humanities

26

Method Pros Cons

Document 
Classification

Fast, large-scale
Overview of word features

Annotation needed
Limited semantic detail

Conceptual 
Maps

Good bird’s eye overview
Fields between Classes
No annotation needed

Hard to evaluate
Limited semantic detail

BERT 
models

Good semantic detail
Still easy to run locally

Blackbox
Below human level

GPT-3.5 / 4 Excellent semantic detail
Human-level performance
Can drive Chatbots / Art. Adviser

Blackbox
Hard to run locally, slow
May hallucinate

01.11.2023
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Conclusions & Outlook
RQ: How does Natural Language Processing (NLP) help for applications in 
Health & Humanities such as SDM?

1. How does Machine Learning (ML) compare to human annotation?

Good enough for many tasks. Document classification is used for many.
Zero-shot BERT models attain similar performance with no training.
GPT-4 reaches human performance.

2. What level of semantic detail can we reach?

BERT zero-shot lag only little behind humans.
GPT-4 reaches human performance on most tasks

Gerold Schneider: NLP for Health and Humanities

2701.11.2023
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Outlook: How NLP/AI approaches can help

AI Algorithms
Predictive Modeling: Offers forecasts of treatment outcomes based on historical data.
Data Mining: Extracts hidden patterns in patient history, enabling more individualized care.
Combined NLP/AI Features
Interactive Empathy-Driven Virtual Assistants: Engages patients in pre-consultation discussions to 
gather preliminary information. Utilize sentiment analysis and machine learning to gauge emotional 
states and provide clinicians with insights into patient feelings, enhancing patient-centered dialogue.
Qualitative analysis: Analyzes patient stories and feedback through NLP to extract qualitative data, 
enriching quantitative medical data for a more comprehensive view.
Automated Pre-Consultation Summaries: Use speech-to-text to transcribe patient interviews and 
apply AI to distill key points, providing a quick summary for physicians to review before consultations.

Real-Time Explanation Generators: Employ machine learning models to analyze complex medical 
data and use NLP to generate easily understandable explanations for cognitively diverse patients during 
the consultation.

Gerold Schneider: NLP for Health and Humanities

2801.11.2023
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Outlook: Shared decision making
Shared Decision Making (SDM) is a collaborative approach where clinicians and patients work 
together to make healthcare decisions.

Key Components

Information Exchange: Comprehensive and unbiased sharing of medical knowledge and options.
Negotiation and Deliberation: Balanced discussion on preferences, values, and needs of all 
stakeholders.
Consensus: Arriving at a mutual decision that is agreeable to both the healthcare provider and the 
patient.
Autonomy: Respects patients' freedom to make choices about their own healthcare.

Informed Consent: Promotes fully informed choices by sharing complete information on risks, benefits, 
and alternatives.
Patient-Centered Care: Aligns medical decisions with patients’ values, preferences, and needs.

Gerold Schneider: NLP for Health and Humanities

2901.11.2023
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Outlook: How NLP/AI approaches can help

Personalized Information:  NLP/AI can curate personalized medical information, 
making it easier for patients to understand options.

Predictive Analytics: NLP/AI can simulate outcomes, providing tangible data for 
deliberation.
Neutral Mediation: NLP/AI tools can offer unbiased information to balance the 
medical decision-making process.

Sentiment Analysis & Deep Semantics: Understands patient feedback and 
concerns, aiding in a more empathetic approach.
Decision Support: NLP/AI algorithms can assist in identifying the best treatment 
paths, saving time for meaningful dialogue.
Language Translation: Breaks down language barriers between physicians and 
non-English speaking patients.

Gerold Schneider: NLP for Health and Humanities

3001.11.2023
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3.2 ChatGPT (with GPT-4)

What is the performance of ChatGPT on the binary decision task?
E.g. Doc 6 (classified correctly by Document classification)
Q: The background text X6 from a discussion on Euthanasia is "…". Given X6, does 
everyone agree that euthanasia was justified? Please answer just with yes or no.
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• Motivated the use of data-driven/unsupervised methods on 
unstructured=textual data

• The challenge of evaluation is hard
• Detecting new and confirming known patterns
• Structured and unstructured data can mutually benefit
• Multidimensional, open spaces
• The boundaries between supervised and unsupervised are 

fading (distance learning, meta in maps, few-shot)
• Unsupervised: from niche to majority
• Shown several case studies:

• Document classification (History, Politics)
• Distributional Semantics (MS)
• Topic Modelling (Medical History)
• Conceptual Maps (History, DIPEx)
• Zero-shot multi-label classification

(DIPEx)
• Outlook: Chatbots. Evaluation.

Conclusions
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What is a model?
Factors in Interaction
Make Predictions
Blackbox Models
Parsimony & Interpretability
Ceiling Effects
Sparse Data
Data Loss

Gerold Schneider: Data-driven methods to mining medical texts: clinical, historical, personalized

30.09.2022 47
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